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Abstract  

Body language encompasses a variety of nonverbal cues, such as head movements, hand movements, body postures, 

or any other part of the body, from which intentions and feelings can be inferred. The expanding use of body language 

in various fields has made it necessary for recognition systems to achieve accuracy and efficiency in performance. 

This paper proposes a two-stage to body language recognition and analysis technique. The first stage is extracting 

frames from the video, after which the third level of Slantlet Transform is applied to reduce the dimensions of the 

frames while preserving the essential features and removing unnecessary features, thus reducing processing time. In 

the second stage, deep learning models are used to extract features and classify, followed by analyzing body language 

and human behavior in various legal contexts. This mechanism helps reduce processing time while maintaining high 

accuracy. The Slantlet Transform also makes the technique resistant to rotation and noise, as it removes unwanted 

features that typically contain noise. A variety of experiments were conducted to test the accuracy and efficiency of 

the proposed technique using the GEMEP dataset and The Real-Life Deception Detection dataset. The proposed 

technique achieved an accuracy of 99.56% and 98.22% in recognizing and analyzing body language, respectively, in 

addition to achieving a reduction in processing time of more than 75%. 

Keywords: Body Language; Body Language Recognition; Analyzing Body Language; Slantlet Transform; Deep 

Learning; GEMEP dataset; Real Life Deception Detection dataset. 

1. Introduction 

Body language (nonverbal language) is interpreted through visible body signals such as eye movements, hand, 

shoulders, body posture, or any other part of the body to express feelings or impulses. Psychological studies have 

indicated that the largest part of understanding messages occurs using nonverbal language signals. These signals may 

be intentional to send a specific message to the other party or unintentional [1]. Most of these signals are innate, and 

there are several indicators that help in understanding the message of body language, including the nose. Touching the 

nose while speaking indicates confusion or lying, while looking directly at the other party indicates self-confidence. 

Dilation of the pupils while speaking indicates lying, while dilation of the eye openings indicates happiness. Therefore, 

it is necessary when interpreting body language to combine more than one indicator to obtain an accurate 

interpretation. This makes the process of recognizing emotions applicable to different human groups around the world. 
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This universality has contributed to the process of recognizing body language taking on an essential role, applicable 

in various fields, even those that affect our daily lives [2]. 

The advancements in artificial intelligence have had a positive impact on body language recognition systems, making 

them more sophisticated in recognizing even subtle and rapid invisible signals that are difficult to detect with the 

naked eye, making the interpretation of nonverbal signals more accurate and efficient [3]. 

Body language recognition systems are diverse, ranging from simple systems that rely on individual features of body 

expressions to advanced systems that combine multiple features extracted from the body. This diversity is also 

influenced by the way body signals are collected and analyzed, and by the way datasets of human gestures are fed to 

the system to train the model, allowing it to interpret and classify them into multiple categories. Given their potential 

applications in a wide range of fields, such as healthcare, where it helps diagnose mental illnesses. It is also effective 

in analyzing nonverbal behavior during legal investigations and detecting abnormal behavior in security-critical areas 

such as government buildings, airports, and other areas. As well as improving the interaction between humans and 

smart devices [4]. These sensitive applications and fields make performance speed a critical factor, so reducing 

processing time is crucial to enhancing the efficiency of body language recognition systems [5-6]. 

The purpose of this research is to develop a technique for recognizing and analyzing body language by maintaining 

recognition accuracy and reducing processing time, while taking into account the effect of noise and some data loss 

on performance, with the aim of expanding the application of this technique in various fields. 

2. Related Works 

The development of technology has contributed to the introduction of many techniques and improvements in the field 

of body language recognition. We will review below some of the studies conducted in this field with the aim of 

presenting and understanding the progress achieved in previous methods. 

Reference [7] presents a method that uses Open Pose technology to extract the positions of key parts such as the head, 

shoulder, and hands as the first stage of the recognition process. A one-nearest neighbor classifier is then used to 

recognition. In Reference [8 A two-stage integrated system is proposed. The first uses a proposed technique called 

Star RGB to convert each video into a single-color image. The second uses a RESTNET model for feature extraction 

and classification. 

Reference [9] A proposed model is presented that integrates the extracted features into a single approach designed for 

human body recognition by using 3D-CDCN and 2D-MRCN models, each model extracting multiple features. The 

use of Long Short-Term Memory network with deformable convolution technique was combined in Reference [10] as 

an innovative approach to recognizing body expressions. 

Reference [11] proposes a new framework for emotion recognition and body language analysis to identify 

psychological states by using Open Pose and K-Nearest Neighbors techniques for classification and then using LSTM 

technology for body language analysis. 

A multi-stage approach has been developed for recognizing body expressions and emotions.  In reference [12], 

presented a two-stage approach for recognizing emotional human gestures. In the first stage, several features are 

extracted to create a single image that combines the body positions from all the time sequences of the video. Then, in 

the second stage, a convolutional neural network (Conv Net) model is used for recognition.  

Reference [13] The 3D-ResNet model was used to integrate several basic features, including facial, hand, and body 

movements, and presented as a system for nonverbal gesture recognition. Finally, Reference [14] presents a system 

for analyzing and interpreting emotions and bodily gestures by using a CNN architecture for classification. 

 

http://www.ijps.in/


International Journal of Professional Studies                                                                   http://www.ijps.in 

 

(IJPS) 2025, Vol. No. 19, Jan-Jun                                                e-ISSN: 2455-6270 p-ISSN: 2455-7455 

  

138 

 

INTERNATIONAL JOURNAL OF PROFESSIONAL STUDIES 

3. Body Language Recognition And Analysis 

Most body language recognition systems focus on the primary goal of enabling machines to detect emotions, 

intentions, and impulses by analyzing images and videos containing nonverbal body signals [15]. Despite this, the 

systems used to recognize body language vary, starting from simple systems that rely on individual features extracted 

from one part of the body, such as the hand or face, to systems that rely on integrating a variety of extracted 

characteristics and features [16]. Recently, artificial intelligence technologies have achieved development and progress 

in processing sensory or visual data containing movement signals and extracting a set of important information used 

in recognizing emotions and revealing human behavior, intentions, and motives, i.e. converting them into 

understandable information [17-18]. 

The operations group begins with the process of collecting data using sensors or digital cameras, the process of 

organizing the data so that it is ready for use in the advanced stages, and the pre-processing process represented by   

processing images or videos and extracting features to identify the important characteristics of each movement, then 

the classification process that uses deep learning models, so that the model is trained using a set of diverse and huge 

data on the important characteristics of each movement or behavior. All of the above processes are fundamental to 

body language recognition systems. The recognition process is followed by the inference stage, which relies on 

interpreting the connotations associated with movement. Which represents the final step in body language recognition 

and analysis     techniques [19-20]. 

4. Slantlet Transform (SLT) 

 In 1999, the SLT was proposed by Andreas Volter after the need to improve the time resolution in signal analysis 

became apparent [21]. 

The primary goal of the SLT was to enhance signal localization in time better than the Discrete Wavelet Transform 

(DWT) by using different filters for each level instead of repeating the same filters across levels. The SLT filters are 

also shorter than their DWT counterparts, which reduces computational complexity and enhances the efficiency of the 

transformation process. [22]. 

A notable feature of SLT is its ability to meet the zero moments condition in its filters. This characteristic reduces 

interference between filter components, thereby improving the system's ability to eliminate unwanted noise. SLT is 

widely used in various applications that require enhanced time localization, such as in image processing, data 

compression, signal processing in noisy environments, and multi-scale data analysis. When applied to image analysis, 

SLT divides an image into four frequency components at each level: LL (Low-Low), which retains the image's 

fundamental information; LH (Low-High), which captures horizontal edge details; HL (High-Low), which highlights 

vertical edges; and HH (High-High), which provides details of diagonal edges and finer image features [23]. Figure 1 

illustrates the application of 2D SLT. 

Figure 1 illustrates the conventional approach for segmenting an image using the 2D SLT decomposition technique 

[24] . 
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Through the formulas mentioned below [25,26,27], 1-D SLT is applied first to the rows and again to the columns to 

represent the data in two dimensions, obtaining 2D SLT [25]. 

𝑙𝑜𝑤 𝑝𝑎𝑠𝑠 𝑓𝑖𝑙𝑡𝑒𝑟 , ℎ𝑖(𝑛) =  {
𝑏0,0 + 𝑏0,1 𝑛, 𝑓𝑜𝑟 𝑛 = 0, … 2𝑖 − 1

𝑏1,0 + 𝑏1,1(𝑛 − 2)𝑖 𝑓𝑜𝑟  𝑛 = 2𝑖 , … 2𝑖+1 − 1
}      (1) 

Where 

𝑏0,0 =
𝑢(𝑣 + 1)

2𝑚
 

𝑏1,0 = 𝑢 −  𝑏0,0 

𝑏0,1 =  
𝑢

𝑚
 

𝑏1,1 = − 𝑏0,1 

𝑢 =  
1

𝑚
 

𝑣 =  √
2𝑚2 + 1

3
 

𝑚 =  2𝑖 

𝐴𝑑𝑗𝑎𝑐𝑒𝑛𝑡 𝑜𝑓 𝑙𝑜𝑤 𝑝𝑎𝑠𝑠 𝑓𝑖𝑙𝑡𝑒𝑟  , 𝑓𝑖(𝑛) =  {
𝑐0,0 + 𝑐0,1 𝑛, 𝑓𝑜𝑟 𝑛 = 0, … 2𝑖 − 1

𝑐1,0 + 𝑐(𝑛 − 2)𝑖 𝑓𝑜𝑟  𝑛 = 2𝑖 , … 2𝑖+1 − 1
}      (2) 

Where 

𝑐0,0 =
𝑐0,0(𝑣 + 1)

2
 

𝑐1,0 = 𝑐1,1

𝑢 + 1 − 2𝑚

2
 

𝑐0,1 = 𝑤(𝑣 + 𝑚) 

𝑐1,1 = − 𝑤(𝑣 + 𝑚) 

𝑤 =
√

3
𝑚(𝑚2 − 1)

𝑚
 

𝑣 =  √
2𝑚2 + 1

3
 

𝑚 =  2𝑖 

𝑅𝑒𝑚𝑎𝑖𝑛𝑖𝑛𝑔 𝑓𝑖𝑙𝑡𝑒𝑟  , 𝑔𝑖(𝑛) =  {
𝑎0,0 + 𝑎0,1 𝑛, 𝑓𝑜𝑟 𝑛 = 0, … 2𝑖 − 1

𝑎1,0 + 𝑎(𝑛 − 2)𝑖 𝑓𝑜𝑟  𝑛 = 2𝑖 , … 2𝑖+1 − 1
}    (3) 
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Where 

𝑎0,0 =
𝑠0 + 𝑡0

2
 

𝑎1,0 =
𝑠0 − 𝑡0

2
 

𝑎0,1 =
𝑠1 + 𝑡1

2
 

𝑎1,1 = −𝑠1

𝑚 − 1

2
 

𝑤 =
√

3
𝑚(𝑚2 − 1)

𝑚
 

𝑣 =  √
2𝑚2 + 1

3
 

𝑠0 = −𝑠1

𝑚 − 1

2
 

𝑠1 = 6 √
𝑚

(𝑚2 − 1)(4𝑚2 − 1)
 

𝑡0 =  
((𝑚 + 1)

𝑠1

3
− 𝑚 𝑡1)(𝑚 − 1)

2𝑚
 

𝑡1 = 2 √
3

𝑚(𝑚2 − 1)
 

𝑚 =  2𝑖 

 

5. Deep Learning 

With the contribution of technological development, deep learning has witnessed significant development as it is one 

of the most advanced branches of machine learning, which has led to the diversity of architectural structures used to 

implement deep learning, including Deep Neural Networks (DNNs), Recurrent Neural Networks (RNNs), and 

Convolutional Neural Networks (CNNs). Pre-trained networks and other hybrid methods combine two or more 

methods to achieve better performance. On the other hand, training and testing techniques contribute to enhancing the 

accuracy and efficiency of the model, which has made these models an essential part of modern applications such as 

human recognition, image classification, and face detection. [28]. What sets deep learning apart is its use of multiple 

sequential layers within neural networks, giving them greater complexity and data-processing power compared to 

traditional neural networks. The more layers a network has, the "deeper" it becomes—hence the name deep learning 

[29]. 

CNNs are the most popular and widely used deep learning networks. They are specifically designed for feature 

extraction and classification with high accuracy, and are efficient in processing image and video data. The network 
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consists of multiple layers. The first layer’s work to discover basic features, while the deeper layers work to discover 

more complex features and characteristics [30]. 

Multiple hidden layers in a CNN work in concert to achieve accuracy and efficiency in performance, starting with 

convolutional layers that use kernels or filters to apply the convolution process to form the feature map. Then the 

resulting feature map is fed into the deeper pooling layers in order to reduce dimensions using max pooling or mean 

pooling. After that, the data processed in the layers reaches the final output layer, where classification or prediction is 

made based on the previous analysis. The CNN architecture provides superior image processing performance, making 

it more applicable in the fields of face recognition, security surveillance systems, and object detection. [31]. 

 Activation functions, such as ReLU, sigmoid, and tanh, are essential for improving network performance by 

controlling the outputs of each layer. Furthermore, regularization techniques such as dropout are used to reduce the 

risk of overfitting, helping to maintain model stability and generalization when dealing with new and previously 

unseen data. [32]. Figure 2 show the Basic components CNN. 

Figure 2 Basic components of Convolutional Neural Networks [33]. 

6. Methodology 

The proposed research framework consists of two main stages: the preprocessing stage and the feature extraction and 

classification stage. Figure 3 illustrates the general structure of the proposed technique. 

 

Figure 3 illustrates the general structure of the proposed technique. 
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A. Preprocessing 

The preprocessing stage involves a series of essential steps aimed at preparing the video data in a way that enhances 

model performance and reduces computational complexity. This stage begins with standardizing the number of frames 

across the different video clips, as the number of frames varies between videos. Although it is possible to divide the 

videos into smaller segments, this approach often fails to adequately represent emotional states [10]. 

To address this issue, the Optical Flow technique was adopted to select the frames that best express motion and visible 

emotions. This ensures the sequential and systematic selection of a set of frames with high representative value. The 

data size was also reduced by converting each frame to a grayscale image, thus reducing the number of channels (from 

three color channels to one). 

In the next step, the SLT was applied to the selected frames using a different filter bank at each level. This 

transformation reduces the frame dimensions by half by dividing the image into four equal quadrants representing 

different components, while preserving essential information in the LL (Low-Low) component. The same 

transformation is repeatedly applied to the LL component across three consecutive levels, which reduces 

computational complexity and enhances the model’s robustness to noise. Figure (4) illustrates the application of SLT 

in the three levels. 

 

Frames before applying SLT  Frames after applying SLT 

Level 1  Level 2 Level 3  

  

  

Figure 4 illustrates the application of SLT in the three levels. 

B. Feature Extraction and Classification 

The input shape to the model is defined as: (number of frames in the clip, frame height, frame width, number of 

channels), where the number of channels is set to 1 due to the use of grayscale images. 

The model consists of three convolutional layers containing 16, 32, and 64 filters, respectively. Each layer uses 3×3×3 

filters with ReLU activation, and L2 regularization with a coefficient of 0.001. A pooling layer with a pool size of 

2×2×2 is included before each convolutional layer. 
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At the end of the model, a fully connected layer with 128 units is used, followed by an output layer with 12 units, 

corresponding to the number of target classes. A Softmax activation function is applied for prediction. The model was 

trained using the Adam optimizer with a learning rate of 0.001. A batch size of 32 was set, and the training lasted for 

10 epochs. The dataset was divided into two subsets: 80% for training and 20% testing. Figure 5 illustrates the 

architecture for the model of CNN. 

Figure 5 illustrates the architecture for the model of CNN. 

7. Results And Discussion 

A variety of experiments were conducted to evaluate the performance of the proposed technique in the field of body 

language recognition and analysis, as well as to compare the accuracy and efficiency of the proposed technique with 

previous studies to determine the extent of discrimination of the proposed approach and the extent of its integration 

with previous studies. 

7.1 Dataset 

a) The Geneva Multimodal Emotion Portrayals (GEMEP) It is an advanced database that is considered one of 

the leading datasets in the field of recognizing emotional expressions through facial expressions, body 

movements, and postures. The representation of emotions was performed by 10 professional actors (of both 

genders), each of whom used a unique expressive method to represent 17 subtle emotional states, some of 

which are common and well-known, and others are subtle and rare. [34-35]. 

Specific samples were selected from a dataset that included 12 emotional states (amusement, pride, sadness, 

anxiety, despair, curiosity, annoyance, fear, pleasure, joy, relief, and anger). To ensure that subtle changes in 

facial expressions and body movements were preserved, 25 frames were extracted from each video sequence, 

producing a data sample of 3,000 frames that represented the primary dataset used in the experiments within 

this study. Representative samples from this curated subset are illustrated in Figure 6. 

Figure 6 Examples from the sub-dataset [36]. 
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b) The real-life deception detection dataset includes 121 recordings, including 61 deceptive and 60 truthful 

videos, featuring defendants and witnesses from a range of court trials with varying outcomes, including 

convictions, acquittals, and dismissals. The clips were rated according to the credibility of the individuals' 

statements. Clips considered deceptive were typically those featuring defendants denying their involvement 

in the crimes, while truthful clips featured either witnesses or defendants providing independently verified 

information. These clips were carefully selected to capture subtle details of facial expressions and body 

movements. The participant sample included 21 females and 35 males, ranging in age from 16 to 60. [37].  

To ensure the preservation of expressive dynamics over time, 25 frames were systematically extracted from 

each video clip. This resulted in a total of 3,025 frames, each resized to a uniform resolution of 300×300 

pixels, forming a balanced dataset suitable for subsequent analysis. Figure 7 show some examples from the 

real-life deception detection dataset. 
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Figure 7 some Examples from The real-life deception detection dataset [38] 

 

 

7.2 Evaluate the use of the SLT 

Based on a series of extensive experiments conducted to evaluate the impact of applying the SLT on the performance 

of the proposed technique, the GEMEP dataset—comprising 3,000 frames related to facial and body expressions—

was utilized. The dataset was randomly divided into 80% for training and 20% for testing. As illustrated in Table 1, 

SLT demonstrated a notable ability to reduce frame dimensions while preserving key discriminative features. 

At the first level (image size 150×150), processing time was reduced by 77.5%, with a slight improvement in accuracy 

by 0.79% Compared to the model without SLT. At the second level (75×75), processing time improved by 56.48%, 

while classification accuracy remained consistent with the first level. At the third level (38×38), a further 31.91% 

reduction in processing time was observed, again with stable accuracy. These results indicate that SLT effectively 

eliminates unnecessary features while preserving important features, improving processing efficiency without 

compromising classification performance. 

At the fourth level, although it achieved a significant reduction in processing time, it lost high accuracy due to 

excessive feature reduction. Therefore, the third level of SLT was adopted for its application in the proposed technique. 

Table 1 Result of The Test to Time and Accuracy Before and   After Use of SLT 

before using the SLT After using SLT 

Time Accuracy Level 1 Level 2 Level 3 

Time Accuracy Time Accuracy Time Accuracy 

480s %98.60 108s %99.56 47s %99.56 32s %99.56 
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7.3 Evaluation of the Proposed Technique in Body Language Analysis 

A set of comprehensive experiments was conducted to evaluate the performance efficiency of the proposed technique 

using samples from the Real-Life Deception Detection database. The dataset was randomly divided into 80% for 

training and 20% for testing.  

Experiment One: 

In this experiment, 25 frames were selected from each video, so that the database sample size became 3025 frames. 

The outcomes were as follows: 

Level 1 (150×150): Processing time was reduced by 76.56%, alongside a 0.82% Improve accuracy of the model before 

applying SLT. 

Level 2 (75×75): A further 41.33% gain in speed was recorded, accompanied by a 0.22% rise in accuracy compared 

to the previous level. 

• Level 3 (38×38): Efficiency improved by an additional 34.09%, with accuracy remaining consistent with 

that of Level 2. 

Experiment Two: 

In the second phase, data augmentation was employed to diversify the dataset. ؤءImages were randomly scaled within 

a 10–20% range and rotated at arbitrary angles (60°, 90°, 180°). As a result, the dataset expanded to 12,100 frames. 

The same 80/20 training-testing split was applied. The outcomes were as follows: 

• Level 1 (150×150): Time efficiency improved by 71.83%, with a 0.85% boost Improve accuracy of the model 

before applying SLT 

• Level 2 (75×75): Processing time decreased by 62.5%, and accuracy rose by 0.20% compared to Level 1. 

• Level 3 (38×38): A 70% enhancement in speed was achieved, with a modest 0.14% increase in accuracy 

from the previous level. 

As shown in Table 2, the results show a consistent trend toward reduced processing time across all SLT levels. 

While maintaining high accuracy, these improvements demonstrate the potential application of the proposed 

technique in various settings, such as forensic and security investigations. 

Table 2 Result of the test to time and accuracy before and   after use of SLT 

Number of 

Frames 

before using the SLT After using SLT 

Time Accuracy Level 1 Level 2 Level 3 

Time Accuracy Time Accuracy Time Accuracy 

3025 320s %97.20 75s %98.00 44s %98.22 29s %98.22 

12100 1420s %95.05 400s %95.86 150s %96.05 45s %96.18 

7.4 Comparison with Previous Studies 

The performance of the proposed technique was evaluated against several prior studies focused on body language 

recognition using facial expressions and body movements. All comparisons were conducted using the same standard 

dataset, GEMEP. As shown in Table 3, the proposed method achieved a notable accuracy of 99.56%  .The proposed 

approach showed good advantage in processing efficiency, reducing the processing time by more than 77 This 

improvement makes the proposed technique suitable for real-time applications where speed and accuracy are key 

factors 
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Table 3 comparison between the proposed method and previous approaches using the GEMEP dataset. 

Methods Accuracy  

FDCNN [36] 95.4 % 

Deformable Convolutional LSTM [10] 98.8 % 

Dense Optical Flow (DOF) with (CNN) [28] 96.63% 

Ours  99.56% 

 

8. Conclusions 

This paper presents a proposed technique for interpreting body language signals from video frames. The proposed 

technique operates in two stages: the first is dimensionality reduction while preserving important features and 

removing unnecessary ones using the Slantlet transform, and the second is the use of a dedicated model to classify the 

enhanced inputs. 

A set of experiments was conducted using samples from the GEMEP and Real-Life Deception Detection databases to 

test the accuracy of the proposed technique in recognizing and analyzing body language. The results of the experiments 

showed that using the proposed technique achieved improvements in the accuracy of recognizing and analyzing body 

language. Also, applying the Slantlet transform at the third level reduced the processing time by more than 75% in all 

experiments while maintaining the performance and efficiency of the classifier.  

Compared to previous studies, the proposed technique achieved high accuracy in recognizing body language, in 

addition to Reduce processing time, which makes it suitable for real-time applications. The proposed technique 

demonstrated the ability to withstand various conditions such as (increasing data volume, rotation, and decreasing data 

accuracy), which enhances its applicability and reliability. Confirming the efficiency of the proposed technique  Thus, 

it has potential applications in multiple fields such as behavioral analysis and security monitoring. 
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